reviewed paper

Urban Emotions and Realtime Planning Methods
Peter Zeile
(Dr.-Ing. Peter Zeile, Karlsruhe Institute of Teology, Institute of Urban and Landscape DesignQBTpeter.zeil@kit.edu)

1 ABSTRACT

The Urban Emotions approach combines methods aobnatogies from Volunteered Geographic
Information (VGI), Social Media, sensors and biatistical sensors to detect people’s perceptiorafoew
perspective about urban environment. In shorts i imethodology for gaining and extracting contaixtu
information of emotion by using technologies froealrtime human sensing systems and crowdsourcing
methods. “Real-time planning” describes a systemvhith planning disciplines get a toolset for at fasd
simple creation of visualization or simulation fromunicipal geodata in a consistent workflow. This
includes applications from Virtual Reality, AugmedtReality as well as the above mentioned comlonati
of real-time humane sensors and urban sensingnsysteue to the fact, that a real existing city meve
corresponds with a laboratory situation, Virtualaltg can be one of the solutions to fill the gap f
detecting people’s perceptions concerning desidnlewiltering other unintended side effects. Irngigyand
results from Urban Emotions project, granted byn@ar Research Foundation and Austrian Science Fond,
will be presented in this contribution. It is baseda German contribution, published earlier tlaary(Zeile
2017).
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2 REAL-TIME PLANNING

Real time planning and the development of simutaimd visualization methods in urban planning was
published in 2010 (Zeile 2010). This contributiawes a short overview, how new technologies supimist
approach contemporarily, and how they can be useddan and spatial planning.

“Real-time planning is defined as a dynamic systéamwhich users be informed with an interactive
experience concerning planning principles and ss&eile 2013, p. 26). Urban planning should be
improved through clearness, transparency and gnueakerstanding in a — if possible — three-dimemeaslio
environment (Zeile 2010, p. 106). A targeted arildtanade data processing and data treatment eg|yeci
build for use in urban and spatial context are tbee elements of this method. ,Not technology of
presentation is the key, but technology has to atpgmmmunication for a better understanding ohpiag
goals and an implementation in urban areas. Urleamprs need to have the skills to use this me#ratl
also must have an holistic knowledge in traditioplanning methods and the use of technology foir the
daily work” (Zeile 2013, p. 26).

Another approach in this context is “Live Geograpfigesch et al. 2010b) with a “near real-time” €)v
analysis of spatial data from sensor networksti#dlessential components for a near real-time aisalyere
covered in this method: stationary sensors (Sagl. &012), intelligent mobile sensors (Resch eR@l0a)
and sensor fusion mechanism for the integratiotatd (Resch 2012) as well as web data processingdb
time decision support systems (Sagl et al. 2012fonclusion, “Live Geography” is main core of “ldrb
Emotions-Approach” (Zeile et al. 2014). Previousd#ts, described as “emomaps”, were also integrated
the “real-time-planning” approach (Zeile 2010, 2p§.). Linking element is the so called “plan-
communication” (Furst and Scholles 2008, p. 198)adopted method of the well-known “communication
theory” (Shannon and Weaver 1949) for spatial glasmnThe contribution “Sich ein Bild machen”
(Berchtold 2016) is one contemporary example ofledge which workflows in using GIS are essental f
planners today with a focus on applied urban Gl8&amund.

To sum up, spatial analysis should visualise chamgeapatial structures over time. Discussions earing
slow processes, but in case of urban environmast,dhanges with their own dynamics, can be orgdniz
(better) with support of these tools.

3 DYNAMIC AND SPACE
In general, there is a simple difference in visatlon methods dealing with the aspect of “dynaimics

* Visualisation of dynamism of spatial processes
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» Creating virtual environments

Dynamics of spatial processes work with data steealbng a time axis — “gathering a (spatial) phesmen
over time” (Streich 2011, p. 189) — also known sgatial monitoring”. In virtual environments, uséisve
the possibility to emerge immersive dynamic impi@s$y using the so called “first person view” (FPV
Consequently, the following two chapters deal viftese topics. A brief introduction to the themddfief
Augmented Reality and Virtual Reality in urban piarg and architecture can be found in Broschart820
and Hohl & Broschart (2015).

3.1 Virtual Reality

Well-known technology for representing dynamicsnirbego perspective” is the Virtual Reality. Virtual
reality methods (VR) represent models of real sibma in a digital environment or even manipuldten

for planning purposes. Origin VR concepts were mgared to today’'s comprehension- not reduced to two
senses “looking” and “listening”, but were more isnsive seen in a more open context and integrated
senses like “touching” via specially designed ifaees (Streich 2011, p. 229). In addition, formeR V
environments were characterised by high hardwareirements and special output devices (Wietzel 007
whereas actual stereoscopic VR environments argy ssandard desktop computers and VR eyewear such
as the Oculus Rift or HTC Vive, out of the box auser products. Even low budget systems, the secall
card-boards, can turn a smartphone into a VR glabgh can be used in planning processes and in a
multidirectional communication process with citise(Dibner 2014). New optical systems such as 360°
cameras as well as available 3D city models i.eethaon Google Earth can create a virtual, immersive
environment in a fast workflow (Folz et al. 201BEkpecially GoPro360° camera seems to be suitable fo
quick setup of existing situations. Omni Rig isyachronized, six camera array, which stitches tikected
clips in an automatic post-processing to a virg6f)° movie.

The following combinations have proven to be susftésnd suitable for "real-time planning":
e Sketchup, Unity Engine, and Oculus Rift (Dubner£01
e Sketchup with Kubity (Folz et al. 2016)

» Standalone VR without glasses, creation with CitgiEe and visualisation via Lumion (Broschart
2013; Buschlinger et al. 2016)

e Youtube 360 ° -VR (Folz et al. 2016), which is adiof precursor to virtual reality

Especially Unity3D-Game Engine offers a good todi@rworkflow to create virtual 3D-models for VR-
glasses out of (municipal) geodata or out of aectitral drawings.

Database @ @ Q) Y

Geo Cordinate Terrain  Building

Data Processing =]

Google SketchUp

o0 AR

Google  (Bluetooth)
Cardboard ~ Controller

Fig. 1: Exemplary workflow via Unity3D (left) as Weas the integration of the 3D model into Unitydaas a binocular
representation in Oculus Rift (Zeile 2017).
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The engine processes almost all known 3D-formatd, also supports technologies like bump mapping,
texture mapping and ambient occlusion (Unity Tedbgies 2017). A simplified workflow about integrarti
of a 3D city model into Unity game engine as wslita output to a VR device is shown in figure 1.

A characteristic for planning processes is thatehe usually not "one way" or the blueprint for @ays
perfect VR visualization. In many cases, a try-ofithew techniques for new planning approaches is
necessary. A mentionable example for this “adoptipproach” is the workflow of modelling with City
Engine and Lumion (fig. 2). This workflow was tebti@ the "Urban Cable Cars" project, which dealthwi
different visualisation tools for communication pegses during the planning stages of integrating a
cableway in urban areas. It started with the idea simple photomontage of the design impacts ef th
cableway to the city. Like always in iterative pesses, new requests came up, requests like pHigticea
films, virtual reality as well as mixed reality tewlogies seemed to be an adequate instrumen8)Fidus,

it was essential to develop a method which allawisnplement all requirements with the same datalessl
additional processing steps quickly (fig. 2).

Figure 3: 3D city model of the city of Konstanzngeated in CityEngine (1) and visualized as a tiea¢- model with planning-
relevant content in Lumion (2), mixed reality fifnom a car (3) (BUSCHLINGER et al 2016).

3.2 Augmented Reality

In contrast to Virtual Reality methods, in whicl @bntent is captured and visualized digitally, Agnted
Reality overlays digital content with reality. Aroplex modelling of the whole physical environmeah de
avoided in an ideal case. Real situations are egdipvith additional digital information, so that #ie
objects can interact and communicate with CPUaSbygital sketch of a new building can be overlaideal
time with a real situation through superimpositilike in a traditional photomontage (Streich 20/41229).
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The reality is thus "expanded" or "enriched". Mégr & Colquhoun refer to Augmented Reality as the
"computer-assisted superposition of human sensmpions in real time" (Milgram and Colquhoun 1999;
Zeile 2010, p. 28). AR systems superimpose thatyealth visual, acoustic and haptic informationrigal
time (H6hl 2009, p. 10). "According to these methoi is no longer necessary to model the complete
environment, but it is theoretically conceivableptoject only the virtual model of the project irttee real
existing reality. Through this interaction betweériual and real elements, the degree of abstnaaifahe
representation for the interested viewer diminislkeshe can get quickly into the scenery " (Brosgcéial.
2013).

A system for the representation of augmented corttensists of four elements (H6hl 2009; Zeile 2010;
Broschart 2013):
e render unit, i.e. a computer with software thatcpsses and visualises the data,

» atracking system that can locate the user/viewéne virtual space. Depending on the system, this
positioning can be done via satellites, a virtuabrdinate or via an image comparison with the
environment,

e recording sensor, usually a camera system as well a

e adisplay component.
Particularly in the dynamic market of display systdour systems have been developed which arebeita
for real-time planning:

* Optical See Through (OST), with the well-known e@ntatives such as Google Glasses or
Microsoft HoloLens.

e Video See Through (VST), as in principle the HTG/&/ior Oculus Rift, if the real situation is
recorded with a camera and the possibility of @senlg with virtual content is given.

* Projected Augmented Reality (PAR), in which virtugbrmation is projected onto a surface.

* Monitor AR (MAR), where either a monitor or a mabitlisplay is used to display the virtual
content, in example on a smartphone or tablet.

Due to the high availability of smartphones andets) a number of apps have emerged which canagispl
these contents. However, the disadvantage every nggols its own programming environment, the
mechanism of creation, georeferencing and dispfaypformation is quite different. One solution ftris
purpose is the RADAR platform, based on the ALOEimmment (Memmel et al. 2010; Memmel 2015a,
2015b). Via a central backend, all information wg#o-coordinates can be collected and exportegs a
like Junaio, LayAR or Wikitude via a correspondipigeline including the augmented model in L3D fotma

(Fig. 4).
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Fig. 4: Structure of the RADAR Social Geocontent khdduding an export option to Augmented Reality Brevgs(Memmel and
Grol3 2011)

A short presentation of suitable software solutidms spatial planning and architecture, evaluatgd b
Broschart (2013), follows up, including softwarekeli Layar POI, Layar Vision, AR Media and
Sightspace3D.
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Layar POl is something like the "classic" augmeneslity app for smartphones, which detects thétipas

of the viewer using GPS coordinates. It is posdibletream informations, audio and video files &l &s

3D models from the server (Fig.5,1). On the otherd) Layar Vision works independently of GPS signal
the position of the viewer is detected solely byagma recognition mechanisms (image markers). The app
scans the environment via the camera sensor penthamad provides augmented content as soon as the
marker is detected (Fig.5,2). A disadvantage is tthia technique only works at predefined viewimgles

and is also dependent on light intensity, contaast season. Both versions can only stream the rpihdeal
storage is not possible. This gap fills AR Medidene a local storage on tablet or smartphone isilples
Almost all common 3D formats can be exported arsialised with the help of a QR code and marker
representation (Fig. 5,4). Sightspace3D also sabesiodels locally, but users have to position tlveleh on

the screen manually. In principle, every model bardisplayed at the desired location and moveaah r

Fig. 5: AR-Software Solution: Layar POI (1) with GRositioning, Layar Vision marker-based positiecagnition (2), Sightspace
3D with manual positioning via screen (3) and AR Medlith local stored 3D files and marker based gedtion (4). (Zeile 2017;
with figures from Broschart 2013)

The most important issue using these technologieghat planners need to think about the planning
principles and targets before the decision of asaalisation method. Not the technologically “nibege”,

but a suitable and resource saving workflow is kég for a successful project. For textual inforrata
simple GPS-based solution is sufficient. With iragieg details and complexity the requirements fier t
visualisation methods arise also.
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Fig. 6: Overview of the estimated workload of AR arfd technologies for the potential use in real-tiphenning (Broschart 2013,
62, 63)

However, all presented methods are examples d@¢fffasson-view. Laymen can interpret ambiance of new
generated spaces and situations much better tharaditional 2D drawings or 3D stills. Translatiof
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design and the immersive experience of city suppamimunication processes in spatial planning (PRetsc
and Lange 2004).

3.3 Urban Emotions & Urban Sensing

Another option to visualise urban datasets in aadyinal way are “people centric urban sensing system
(Campbell et al. 2006). In combination with Volueted Geographic Information (VGI) (Goodchild 2007),
it is possible to collect, analyse and to shara ffaim users.

The project “Urban Emotions” (development of methéal production of contextual emotion information
spatial planning with the help of human sensoryessment and crowdsourcing technologies in social
networks) takes up this approach precisely as aslhe discussed topics in previous sections. Ep ke
mind: the objective is to do “real-time planningicahow to combine approaches of citizens as semgtrs
virtual environments.

Fig. 7: Schematic overview of the Urban Emotiongjgut, which will combine approaches from VGI, tiee of wearables and VR
approaches into a real-time planning system.

Fig. 8: Visualization of a test-run using skin cantivity in "Geovisualizer" (1); camera recordingrihg a test-ride (2), aggregated
datasets as a heatmap (3), labelled Twitter feedmotions (4) (Zeile 2017; Grof3 and Zeile 2016bsdRect al. 2016)

If “people as sensors” are integrated into a ptojes a measuring tool -, the question is: Whidasuring
system is the right one? The range spreads fromplsisurvey to the evaluation of social media datavall

as collecting and analysing biostatical data. Arraew of technologies available for recording Mita
biostatistical data is provided by Kanjo et al. {30 Kreibig (2010) gives an overview, how vitaltala
correlate in detection of emotions. For use in joulspace, the approach to use simple data of the
autonomous nervous system for the identificationexrative excitation - defined as an emotional tans

of anger and anxiety (Kreibig 2010) - the paransetskin conductivity" and "skin temperature” arétaile
(Rodrigues da Silva et al. 2014): If skin condutyivncreases and the skin temperature decreasetlysh
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after, people feel a negative arousal, well-knowristress”. After a geolocalisation of these “strepots”,
planners get maps which indicates potential loaatim the city, which should be checked by planmers
case of a "wicked problem" (Rittel 1973) (Figur€18). In combination with cameras, recording and'eg
perspective”, individual runs of test persons canelRamined for the stress-trigger (Fig. 8 (2)). Artéel
Density Calculation aggregates all data (Figur8)3 &nd provides a first indication of hotspotgt£nning
interventions (Zeile et al. 2016). In combinatiothvan evaluation of social media like Twitter feed
(Summa 2015; Resch et al. 2016), additional inféienacan enriched the planning process (Fig. 8 g
topic of cycling, as a new / rediscovered concéphability is also suitable for "Urban Emotions"search
(Hoffken et al. 2014; Grol3 and Zeile 2016a). Howetlee intention is not to replace traditional plamgy
methods but rather providing a new kind of indicatgstem for an “early warning system”.

4 CONCLUSION /OUTLOOK

The above-mentioned techniques are additional caems for the detection and visualisation of spatia
phenomena as well as design tasks within the cboferrban planning. They can improve knowledge of
spatial processes and make them intelligible dudognmunication with citizen. As already pointed,out
these workflows are not intended to replace forpedcesses, but can support context of informal
procedures. Weighing has to take into accountwvalilable sources and information in planning preces,
according to the author’s opinion, even relevaciaanedia data, if it can be easily processed &g one
factor for consideration. Legal aspects like theagion of using only clear names in digital comnoation

in digital public panels or the issue if only resits have the right of an expression of opiniornceamng a
local task have to be discussed in the future.

In a broader sense, biostatistical data could lzéemme relevant issue in the weighing processdriuture.
For example if all followers of “Quantify Self” mewnent provide their biostatistical data, this wolbikdat
least also a source of consideration within plagrpnocesses. With one limitation, that the providiedth
will be used for the detection of urban deficiesci@nyway, there is no doubt that personal data hawe
protected and all relevant privacy issues havedeive attention.
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