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1 ABSTRACT

Modern spatial planning strongly relies on compustigstems such as Computer-Aided Design tools (CAD)
and Geographic Information Systems (GIS). Thesdutin, depend upon Database Management Systems:
complex computer systems designed to optimize statage and retrieval. In this paper we try to ket
short survey of current DBMS technologies for thendexpert by overviewing their history, targets,
strengths, and weaknesses. The goal is to maksptt&l planning community more aware of the presen
and developing technologies such that future ptejetarted can take advantage of the most suitable
technology.

2 INTRODUCTION

Over the years, methods and techniques employspaitial planning evolved from good old ink and pape
to complex computer systems that allow, for examfde geo-location, automatic computation of light
exposure, traffic analysis, and so on.

Modern spatial planning strongly relies on contusly more advanced computer systems such as
Computer-Aided Design tools (CAD) and Geographifodmation Systems (GIS). Moreover, thanks to
technological improvements, the amount of data these computer systems are able to handle and make
available to spatial planners increases quickly atehdily. Nowadays, a planner can easily access
information about the population density of an atka distribution of shops and roads, and averaigdall
levels. This abundance of information is helping ptanner to make better-informed decisions.

Present trends in the planning field also stameiddorporate the idea of public participation aotlinteered
information (M.Foth et Al. 2009). In such scenaritaymen are involved in the planning processhay t
can provide the planner with detailed local infotimr that is typically not present in official dabases
(Goodchild, M. F. 2007 and R. Sieber 2006). They akso provide suggestions or expectations abaut th
future development or requalification of a certaiea (A. Poplin, 2012).

Thus, on their most basic level, both, presentfahde spatial planning activities strongly rely sor-called
Database Management Systems (DBMS). These are ewropmputer systems designed to optimize data
storage and retrieval.

The scope of this paper is to provide the spatiahming community with an overview of database
technologies and to discuss their strengths andmwesaes. The aim is to make the community moreeawar
of present and developing technologies so thatdypwojects started by the community can take adgan

of the most suitable technologies, rather thardtéacto standards.

The paper starts in Section 3, sketching the héstbevolution and the main principles and motivas
underlying the de-facto standard Relational Databdanagement System (RDBMS). Later, in Section 4,
the focus is shifted on more modern demands driwesocial and collective projects. We discuss what
properties a database should have to support sogcs and which particular technology affords tfoem.

At the end of this section we also discuss howrtfagority of present companies (including big intgrn
colossuses) partially insist in utilizing some paof RDBMS even though they have been proven to be
inadequate to address modern requirements. Sextitincusses a definitely edge-cutting topic: graantic
web and linked data. These are core topics whelindeaith collaborative and public participatorygpects.

In parallel we discuss graph databases as the stoaghtforward technology to address the inherent
challenges. Finally, Section 6 concludes the paper.

3 RDBMS

In 1970, E.F. Codd introduced the formal foundafemrelational database management systems (RDBMS)
Codd (1970) . His new model superseded the firdtsatond generation of database management systems
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that were based on flat files and hierarchicalcstmes (“Existing noninferential, formatted datasteyns
provide users with tree-structured files or slighthore general network models of the data.”) . Thist

generations managed to cope with increasing volwhdata and kept them separated from parts ofvaodt
that was not central to the data storage. But,akl@1970) states, “future users of large data amkst be
protected from having to know how the data is oizggohin the machine (the internal representation)”.

This and a couple of additional concepts that imeed the reliability of relational systems togetlih their
adoption by big companies like IBM ensured theritigtion of this new kind of database system. Gher
last decades, RDBMS were heavily optimized, becanumki-user compatible and ensured consistency. They
were perfectly suited for the monolithic structefecomputer systems at that time and also did tamtdsin
contrast of a more hierarchical way of thinking atbdata. For many applications they are still tiestb
choice.

3.1 Architecture of RDBMS

The typical architecture of a RDBMS is one to npiétitables that are linked with one another to peed
results to queries provided in the so-called SQérglanguage (see figure 1).

SQL Query Result

Table A Table‘B Table C

Ao Join A »__ Join A

Fig. 1: Requesting data from a traditional RDBMS

These tables are very rigid and their structureukhoonce defined, not be changed (e.g. removing a
column). Doing so could break existing constramtgjueries. This means that the data structurehnisic
developed once for an RDBMS is fixed. Later charagescostly.

It is very common that one SQL query requests médion that is distributed among multiple tableke3e
tables have to be joined to query all data to ansheequery.

3.1.1 ACID

A well known term that describes properties of aBRIB is “ACID”. This stands for [A]Jtomicity,
[Clonsistency,[l]solation and [D]urability. Its gins lie in a paper from Gray and others (1981) ared
more concretized by Haerder and Reuter (1983) .

» Atomicity means that each operation or collection of opematon the database is performed as a
whole. If this is not possible, this operation @& performed at all.

e Consistencyensures that one operation is executed on a da&tabith a valid status and leaves a
valid database behind. Valid in this sense means tthe database satisfies all constraints and
limitations set up by the database engineer.

» Isolation is an important property for multi-user operati@mply put, it ensures that operations
don't interfere with one another.

e Durability makes data in the system permanent. An unforesesm should not result in the loss of
any data. There are mechanisms in place that ettseirgtorage of data even in the event of power
loss during a save procedure.
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These four properties are the cornerstones to iegabltransaction-based system: Everything thatcafied
an operation above can also be called a transaction

3.1.2 Transactions

Transactions are the key for multi-user accessRDBMS and can either read from the database, waite
the database, or both. Depending on the kind ois&etion, the portion of the database that is aeces
during its execution is locked to all other users.

1
User Table A| [Table B
[ [
. | |
begin ook
by user-1
i |
User 2
Tlable A TabIeIB < begin
| |
changedata . | it jock Write lock
byruser-1 by-user2
r i < Change data
end _ Table A Table B . end

Fig. 2: The transactional locking of a RDBMS

Figure 2 shows a situation where user 1 and usee Bcking a single table because they want ttewwoi it.
There is no problem here, because user 1 is revested in table B and user 2 is not interestadbile A.
Each of these two transactions can be performdubuitinterference. If user 2 would want to writetdble
A while it is locked by user 1, this transactionudbhave to wait.

In reality there exist multiple locking levels ardifferent strategies to cope with conflicts, buk th
information presented here suffices to draw a gengicture. More information about the transactlona
locking system is provided by (Kemper & Eickler 201

3.2 Problems with traditional RDBMS
There are two central problems that arise whergusitnaditional RDBMS with many users:

(1) When there is a huge amount of users, theyprilduce a great number of locks which interferthwi
other users’ access to the database. Also, the lrekmanaged by a “locking manager” which is aues
intensive process.

(2) As soon as there is either a very high amotidata in the database, it becomes necessaryitdt s to
be stored on multiple single computers. A relatiats@abase system is not built for this. Sincesitacture
depends on relations between tables which have thécked when performing most queries, the separat
of data is reduced to nearly nothing.

Imagine a service developed to support civic pigsiton. It is very successful and is not allowedhave
any down time. Otherwise, the image of the systanthe public's view would be damaged. It is very
difficult to scale a system as such up with an RCBtd provide more capacity or to increase respomsas

by moving part of the data to servers nearer talieats while keeping the original structure as.it
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Since technology as a tool has to adapt to chamgjisgmstances and not the other way around, wd nee
two solutions: a more effective way to deal withtatease locks and more distribute-oriented database
management systems.

4 SYSTEMS FOR COLLABORATION

Different database systems that strive for overognthe deficiencies discussed in this chapter Hepen
developed. Cattell (2011) gives an overview of mahyhese NoSQL (“not only SQL”) databases and
describes their peculiarities. There also existeutadkings to adapt existing RDBMS according to sahe
these concepts (e.g.ScaleBase_Inc. (2014)).

4.1 Theory
First, we will look at some of the theoretical cepts that are beneficial to supporting large scaled
collaborative data-based work.

4.1.1 CAP theorem

The CAP theorem was proven in 2002 by Gilbert apdch (2002) and describes the fact, that out aehr
main properties of a distributed database syst&jofisistency, [A]vailability and [P]artition Tolemae),
only two can be achieved at the same time (seedfiglu

Consistency

Availability Partition Tolerance

CouchDB

Fig. 3: The CAP Theorem and its relation to thrdgedint database-systems

» Consistencydescribes the status that every single instaneedadtributed database reflects the same
state. There is no difference in data on eachaeddlsystems. This is a challenge when there are lot
of changes to the database. In a consistent systiétinese changes have to be transferred to the
other instances before these are allowed to opega®m. Already in 1979, the problem was given a
lot of thought by Lindsay et al. (1979).

« Availability simply means that the system has to be able ponekto requests all the time.

< Partition Tolerance assures that the system is not affected by tleedbsne single instance of the
distributed database.

Traditional RDBMS, like the widely used “MySQL" ddiase, can provide consistency and availability, bu
fail to provide partition tolerance. Other databagstems like the document-based “CouchDB” are lentab
guarantee consistency. What they offer insteadaileda eventual consistency which means, that ower a
infinite span of time, all database instances kliconsistent — but not at once. In many applinatistrong
consistency is not needed (e.g. in social netwibitkges not matter if a comment pops up one setaind.
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4.1.2 Deatomization

One principle of RDBMS is that data should be stoire atomized form. This means that every kind of
information should be stored in a table uniquehts type of information. While in reality, mostletause of
practical and performance reasons, this is notcéset to its absolute extent, an example for tluald/be a
dataset of inhabitants: In the first table, eadats@e is assigned an ID number. In a second taideperson’s
names are related to their ID. To store addressésyd table is used in the same manner. Lateguaty
time, the different parts that belong together assembled from these different tables and preseaded
result. When dealing with a decentralized systéns imperative to avoid the need to assemble fiata
different tables (which is called “join”). Everyijomeans more database instances that need toebiedju
more time that has to be waited for a result ancertraffic for the network connection.

Instead of splitting information, the target iskisep together data that belongs together. Kindtatdbase-
systems that make heavy use of this method arentirdbased databases. One single document, which
corresponds to one database entry, contains altnnaition about a single entry. In case of the evi
example of a database about inhabitants this wmddn that every person is represented by one single
document. This document contains all informatioautlone person. Deatomization plays a major rolerwh
performing queries in distributed systems, as wedigcuss in later sections.

4.1.3 Multi Version Concurrency Control

The Multi Version Concurrency Control mechanism (@®) is an alternative to the transaction-lock
system. The key attribute is that readers neverkblaiters and writers never block readers. Thishoe is
explained by looking at a document based NoSgbdatss named CouchDB.

Anderson, Lehnardt and Slater (2010) explain thgesn: “Documents in CouchDB are versioned (f.). |
you want to change a value in a document, you eratentire new version of that document and saveeit
the old one. After doing this, you end up with twersions of the same document, one old and one hew.
The new document then is compared to the old odeifithe old one was not changed by another ustra
meantime, the new document replaces the old ontbelbld document was changed, an error message is
produced and the database programmer has to impleamethod to resolve this conflict. This systam i
compared with the transactional-lock of RDBMS bydarson et al. (2010): "Under high load, a relationa
database can spend more time figuring out whdasvetl to do what, and in which order, than it ddesg
any actual work.".

Locking CouchDB

Commit to disk
IOy read read

.. ___‘dread “new version"* " " --.
... 16D )
write] read

Fig. 4: A transactional locking mechanism vs. ativudrsion concurrency control (image souce: (Asderet al. 2010))

In figure 4 the two systems are visualized. Onléifieside, one can see that requests are blockidaunck
is released. On the right side, access to one alsgadntry is always possible. When storing a nawsioe
the old version is replaced after its version heenbverified.

A Multi Version Concurrency Control mechanism cdhd lot of load on a database server when dealing
with lots of concurrent users. The downside of thechanic is that a method has to be implementaten
client to resolve possible conflicts. The datalsegger is not influenced by this.

4.1.4 Queries

In 2008 Dean and Ghemawat (2008) published a nesvygmethod developed by Google to support
distributed database systems. They named it “mapeeg. It is very well explained by their abstretisers
specify a map function that processes a key/vadiretp generate a set of intermediate key/valuespand a
reduce function that merges all intermediate vahss®ciated with the same intermediate key.".
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Given a dataset, a function specified by the usexecuted for each entry in this dataset. Thistfon may

do whatever the user pleases and produces one rtg mdput entries. These resulting entries are then
processed by the optional reduce function thatei$opming a summarizing activity, also specified thg
user. This technique benefits greatly from a deaeddataset.

User A User B User C User: A User: A User: A ‘

Proposal: 1 Proposal: 1 Proposal: 1 Rating: 3 | |Rating: 5 | |Rating: 2

Rating: 3 Rating: 4 Rating: 1 U 5 T 5 U 5 reduce User: A | average: 3.3
ma ser: ser: ser:

Proposal: 2 Proposal: 2 Proposal: 2 all ra’iings Rating: 4 | |Rating: 5 | |Rating: 2 Z;ﬁ;ag:efror User: B | average: 3.6

Rating: 5 Rating: 5 Rating: 5 User: C | average: 2.6

Proposal: 3 Proposal: 3 Proposal: 3 User: C User: C User: C

Rating: 2 Rating: 2 Rating: 2 Rating: 1 | |Rating: 5 | |Rating: 2

Fig. 5: Requesting a user’s average voting by mdpeae

To illustrate this procedure, think of a civic ivement process where any user can rate three ggdpo
planning drafts by using the numbers 1 througheg (gure 5). This data is stored in a documenethas
database where each document is identified bygbesuname as key (“User A”, “User B”, “User C")cha
list of ratings for each proposal as value. We warknow what the average rating of each user fstbout
which persons are in general more likely to acegpt planning procedure. We perform this query bst fi
using a map function that produces a collectiokeyfvalue pairs, each describing one rating (tHheejeor
one user (the key). Next, we run a reduce fundtia, per user, counts all the ratings and deides by
their total sum. The result is the average ratigyser.

The catch of key/value queries is that they capdyérmed on a collection of data without the neepbin
any external dataset. If the data is split amorgdamputers, each can perform a map without theroithe
results can be collected later.

The map-reduce method enables querying on distabsystems. One does not have to think about how to
construct a database query to avoid pitfalls ld@ hany joins. Map-reduce queries are designedcizdiye
for this purpose.

4.2 Examples

We will look at some of the companies that deahwitilar problems: many users, high availability dast
queries.

4.2.1 Google

In their research paper Chang et al. (2008) preselattabase system used and developed by Googkdnam
Bigtable. It is built to store vast amounts of imf@tion up to the amount of petabytes. It is use&bogle

to power most of their services, ranging from thveéb indexer to Google Earth, and many more. Whike

an oversimplification, one can describe a Bigtatdtabase as a single table without joins that isniged

for a huge amount of data. It supports multi-diniemal indexing through the inclusion of time ashad
dimension.

This system is proprietary and only used by Googiternally. There exist similar open source
implementations called Hbase and Hypertable. Kpatrand Ganesh (2006) did a comparison of these and
preferred Hbase because of its stability.

4.2.2 Facebook

Facebook uses a relational database managemeantnsgst backbone (namely MySQL). To achieve the
possibility to distribute their data stores evethvan RDBMS, they avoid joins and store data inag that
made little use of the features a RDBMS has toro¥éhile there is no statement about this from Baok
directly, it seems like the company started withHlWweown web-technologies but was overrun by itsnow
success. The technology chosen did not scale hativth the increasing user base all over the world

While Facebook is heavily modifying the system @roto adapt it to their circumstances, they uderdift
non-relational database engines for different psepo Originally only for their inbox search, a urdq
solution named Cassandra was developed (LakshmallaBk 2010). This system is published as
OpenSource and also used by other companies. Itlexgdoped to be expecially fast and fault tolerard
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distributed network and is optimized for readingad&rom the database. For its Facebook Messages
application, a system called Hadoop is used (Batthat al. 2011) which is somewhat similar to Gesgl
Bigtable solution. For analysis of its immense di@f data, a combination of specialized databafievae

IS used, as stated by Thusoo et al. (2010): “Aofotlifferent non-RDBMS components come together to
provide a comprehensive platform for processing@odiding data at Facebook.”

4.2.3 Twitter

Similarly to Facebook, Twitter started out with ttraditional RDBMS MySQL. Soon, its limits were
reached. Facebooks database system Cassandra plaménted together with an abstraction layer for
MySQL called Gizzard, enabling this database talis&ibuted by providing more than a simple RDBMS
(Cole 2011) . For other different scenarios, vasiother database systems are used.

As described by Metz (2014),by now Twitter has digped an own solution called Manhattan. For this
system, the previously discussed topics were takEnaccount. One main point Manhattan makes is to
allow the user to select whether strong consisten&wventual consistency is preferred.

4.2.4 Amazon

As described by DeCandia et al. (2007), Amazon aseswn database system called Dynamo (in its newes
version named DynamoDB). The affordances for suspistem are described as follows: "Reliability & o

of the most important requirements because eveslidii@est outage has significant financial consexges
and impacts customer trust. In addition, to supporitinuous growth, the platform needs to be highly
scalable.". To achieve this kind of reliabilityetlbynamo database system sacrifices consistenoyaking

it optional. In their paper, DeCandia et al. (200i8ke it clear that the topmost priority is patititolerance.
There is no failure allowed. The shopping charttbdse available all the time, even when a torndekiroys

a single data center. Vogels (2009) gives an irtkdegport on how this eventual consistency is madag
Amazon. The set up of a system with this level @fability and scalability is greatly facilitatedyb
embracing the theoretical points mentioned before.

5 THE META-LEVEL: MODELLING COLLABORATION

We have looked at which techniques are availableofe with vast amounts of data coming from many
users. There is yet a second aspect: when lookinglaborative networks, there exists a speciat kof
data structure that is suited for modelling netwsirkictures: So-called Graphs.

5.1 Neo4j

A very prominent example for graph databases iatlaer young company called Neo Technology. They
offer a pure graph database called Neo4j. Whai isngque about this database is that it does rgtroadel

its data as a graph but actually stores it as dRohinson, Webber and Eifrem (2013) describe tyssesn in
depth.

The big gains of using this technique are the profity different analytical methods offered by apira
database. It becomes possible to query for rektafrthe graph in a very efficient manner. Thigigme
consuming task when using RDBMS. An example of sacuery would be “all people that have up to a
third grade relative who likes to go biking”.

An alternative to Neodj is Cayley, a true open sewgraph database developed by Peters et al. (2044)
origins lie within the technology used by the Ge@o§reebase engine (Bollacker,Evans,Paritosh,S#&irge
Taylor 2008), "(...) a practical, scalable tupl¢at@se used to structure general human knowledge.".

5.2 Resource Description Framework (RDF)

When talking about graphs, collaboration and hug@uats of information, is becomes unavoidable to
mention RDF. Nearly any kind of information can bmred by so-called "rdf triples". These triples
constitute the base-granularity of all data to twresl and are one prerequisite to achive a maxirmaim
interoperability between different sources of d@thadi,Marcus,Madden and Hollenbach (2009) say abou
this: "(...) the ‘Resource Description Framework’, RDF, represents data as statements about resources
using a graph connecting resource nodes and thapepy values with labeled arcs representing ptase
Syntactically, this graph can be represented ugMg syntax (RDF/XML). This is typically the formdbr
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RDF data exchange; however, structurally, the gghbe parsed into a series of triples, each septiag
a statement of the form < subject, property, obiett.)". Many efforts are made to make distrilouserage
and processing of triples as efficient as possible.

The driving force behind research about RDF islitezl data project. As said by Wood,Zaidman,Rutt an
Hausenblas (2014), "Linked Data makes the WorldéNWkED into a global database that we call the Web o
Data.". (figure 6 shows the current state of timkdd data cloud with each node representing orglesin
source)

Cross-Domain |
Social Networking

Geographic
sssss

User-Generated Content
Linguistios

Linked Datasets as of August 2014 © ®

Fig. 6: Linking Open Data cloud diagram 2014, byx\&hmachtenberg, Christian Bizer, Anja JentzschRioldard Cyganiak.
http://lod-cloud.net/

They further explain that "The term Linked Dataersfto a set of best practices for publishing and
connecting structured data on the Web using intienmal standards of the World Wide Web Consortium."
To explain all the aspects involved is not the scofthis paper, but one can state that this isge Iproject
with great implications on how information might bandeld in the future. From a technological pectpe

it is still very young but its implications concéang data handling, data processing and data sharasmpuge.

6 CONCLUSION

It becomes clear that the demands on databasersykheve changed: from stand-alone monolithic smisti
needed in 1970s, today we are in need of morebllexand distributed alternatives that can cope with
structured and, especially, low- or un-structurathd

The solution is not to "overload" present techngbg developing cumbersome workarounds to enable
unsupported features. Rather, one should take tay@of the whole arsenal of new methods and tqabsi
that are natively able to cope with problems agsivhen building collaborative and public participat
systems.

Obviously, one has to know about them in order &kena wise and informed decision, as was the aim of
this paper: to make the spatial planning commumityre aware of the state-of-the-art and uprising
technologies.
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